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Training

What is DevOps

DevOps is the union of people,
process, and products to enable
continuous delivery of value to
your end users.
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Innovation Time spent
with oversight

40%

Top performing DevOps companies
spend more time innovating and less . 30%
time “keeping the lights on”. *

The result: better products, delivered 0% 19.5% 20% 20%
faster, to happier customers by more 15%
engaged teams
10% 10%
10%
5% 5%
L] L]
New work L work Working on Customer support

and rework security issues  defects identified worl
by end users

Ml Top DevOps Performers Low DevOps Performers

C] DO RA Accelerate: State of DevOps 2018: Strategies for a New Economy
SEVOPS BISIARDH & ASEISENCN| © 2013 - 2017 naked Agility Limited All Rights Reserved

“Firms today experience a much higher velocity of
business change. Market opportunities appear or

dissolve in months or weeks instead of years. ”

Diego Lo Giudice and Dave West, Forrester
February 2011
Transforming Application Delivery
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Can you think of any epic failures?

Poor Quality Mismatch to customer desires

am Windows 8

L Mna-ked agil-ity ’
Martin Hin-shelwood ¥ @MrHinsh ©2013 - 2017 naked Agility Limited Al Rights Reserved
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This is the story of:

icrosoft
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i8] Mar-tin Hinshelwood © 2013 - 2017 naked Agility Limited All Rights Reserved
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Journey to DevOps

VSTS Preview  VSTSGA  1ES GVFS Azure DevOps
Sprint 1 Sprint 29 Sprint 64 Sprint 67 Sprint 102 Sprint 140  Sprint 151
August 2010 June 2012 April 2014 June 2014 June 2016 Sep 2018 April 2019

[ [ 19 [ T 1

N
. -rosoft
g dIRED W @MrHinsh

(81 Mar-tin Hin-shel-wood =

One Engineering System using Azure DevOps

There cannot be a more important thing for
an engineer, for a product team, than to
work on the systems that drive our
productivity.

So I would, any day of the week, trade off

features for our own productivity.

| want our best engineers to work on our
engineering systems, so that we can later on
come back and build all of the new concepts
we want.

- Satya Nadella
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1ES Growth 100000

80,000
Non-engineering Users

60,000

40,000
Engineer Users 20,000

0

o0 B 00 0 e e R R R
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DevOps at Microsoft

Azure DevOps is the toolchain of choice for Microsoft engineering with over 100,000 internal users

@ https://aka.ms/DevOpsAtMicrosoft

442k 155 28k

Pull Requests per Petabytes of build Work items
month artifacts managed created per day

82,000

Deployments per day

2.4m |3.5k |12k

Private Git commits per Open Source repos Employees contributing
month to open source

Data: Internal Microsoft engineering system activity, March 2019

14
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Habits they have learned so far at Microsoft

@ Be Customer Obsessed

@ lterate over Pain

@ Production First Mindset

@ Team Autonomy + Enterprise Alignment

@ Shift Left Quality

@ Infrastructure as Flexible Resource

@ Don't over-think, learn how to fail fast

15

Habits we've learned so far at Microsoft

@ Be Customer Obsessed

f” @ Iterate over Pain
@ Production First Mindset

R 2 2
P&y 'cam Autonomy + Enterprise Alignment

@ Shift Left Quality

@ Infrastructure as Flexible Resource

@ Don't over-think, learn how to fail fast

16
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Listen to their customers = =
Quantitively & Qualitatively - —— %
|a

O Notincation sstings

@ raip

[rp—— Dublin, Ireland Professional services aaronho [NNNNENE 4 450 MRS jox| o0.5%

o London, England Professional services midenn (152 4 433 NN I 3> O 5.>%

B @ sk overton Help sacure and manage New York, NY Professional services wevorc [N s20s 4 s1s NS N> RG>
your Linux or Windaws VMs -

‘ your Linux o Norway/NL/Houston._Oilfeldservices comgy NN 4910 4 23 I Me% | 1.0%

Amsterdam, NL Oil & gas. 4501 @ asc IS 3.8% 0 18%

3,905 dh 37 N W 26.1% 0.0%

New York, NY Financial information / analytics

A London, UK Professional services 3331 4
London, England Oil & gas rajr | ] 3,116 A6 3

" Peoris, IL Heavy equipment manufacturing dahellem [l 3096 4 198 IEGES s IS o <%
T : Related Tags San Ramon, CA Oil & gas puagarw [ 2081 4 475 D Mc.2x W 2.7%
Medellin, Colombia ~ Commercial banking mariorod [ 2,854 i a0 [NEENE .« % 0.0%
Louisville, KY Health Insurance chondror I 27204 362 < B 3% | 0.7%
Eindhoven, NL Healthcare solutions smalpani [ 2206 4 131 IS M25% | o0.4x
o Gothenburg, Sweden Automotive vinojos [l 1976 v 215 I HED 5% B 5.1%
Amsterdam, NL Financial services shash [l 1920 191 [N M <.7% O 5.2%

Princeton, NJ Reinsurance atuimal [l 1,800 + [ 27.1%
Seattle, WA IT Consulting aaronha [l 1,729 40 Ml2.6% HBs.ox M 2.8%
Madison, Wi Credit Union financial serv daheliem [l 1,715 @ 31 3 ER
Lowell, AR Trucking & transport gavravsi [l 1,603 81 [gaa% RN 102
i T Utrecht, NL Insurance saumyav 1,602 Ay 27 I W ol 2%
= = ) Palo Alto, CA Computer hardware & software mariorod [l 1513 85 RS M 1s.2% |  0.2%
Raleigh, NC Computer assisted legal research roferg 1475 @ 1 .7 | o.s%
— H o o Zurich, CH Electrical Equipment divais [l 14234 140 IS o N> NEEIGN
Hot Netwark Questions Seattle, WA Freight forwarding service midenn 1,420 § 22 I 0.1% 0.0%
Auckland, NZ Telecommunications atnb 1410 4 245 NN W 166%| o0.2%
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Their Definition of Done

Live in production,
collecting telemetry
supporting or
diminishing the
starting hypothesis.

18
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[J Ask a question about your data

19742 21168 P .

(but Ca refu”y) Events Ingress Monthly Compute COGS COGS Trends
Application Insights PR

Analytics (Project Kusto)
fo r 5,598 2589 445778 117,051,200

- text search and queries over
structured and semi-structured

d ata Avg Daily Data Ingress (TB) Avg Total Data Size (TB)

g Dl Dt Ingress (16) @MoM Avg Oaily Dsta Ingress @ vy Tota! Data Size (1) @MoM Avg Total Data Size
2000 s0K

« high volume ingestion

- fast queries over very large data
sets

19

But measure what's important (KPI's)

Engineering Scorecard - Sprint 124

« Acquisition Live Site Health Things we don't watch —
VY%

HICE Sl » Time to Detect » Original estimate bo }\
 Selisimstion * Time to Communicate » Completed hours t
> Gl * Time to Mitigate .| °Linesof Code —
> FERITE WsEle « Customer Impact .|« Team capacity ::
« Incident Prevention Items || Team burndown &

* Aging Live Site Problems * Team velocity —

« Time to Build e
* SLA per Customer 1 °# of bugs found L

i ST » Customer Support Metrics Z
« Time to Deploy e epmron | Ottt v OR et oo atrmmieeieos | [—
* Time to Learn ‘ L

20
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Habits they have learned so far at Microsoft

Iterate over Pain

Find what hurts and keep doing it a bit better

Find the part of your process in
getting value to customers that
slows you down or hurts the most.
Make it incrementally better each
sprint. Re-evaluate and improve
the next most painful. gy

Operate

@ Be Customer Obsessed

@ lterate over Pain

@ Production First Mindset

@ Team Autonomy + Enterprise Alignment

@ Shift Left Quality

@ Infrastructure as Flexible Resource

@ Don't over-think, learn how to fail fast

Develop

uw

95

Collaborate

\

Deliver

11
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Schedule

%
%
%

- AN AN N /)

' VT VT VT
Code Test & Stabilize Code Test & Stabilize

na-ked agili-ty W OMrHinsh

E Mar-tin Hinshelwood
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Feedback

Customer feedback — we should
change the way a feature works.
We didn’t get it guiteright...

l

Planning

... but we're booked solid already.

na-ked agil-ity 3 @MrHinsh

4™ Martin Hinshelwood

24
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Story: Sprint 1-5

o

—___-——

na-ked agili-ty W @MrHinsh

4™ Martin Hinshelwood

25

Now

3 weeks

f_/R
I Bl Bl Il Il Il NN I .
B N N D D Nl N I .

2 years
LT na-ked agil-i- .
Martin Hin-shge\-woz W @MrHinsh

26
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Features Delivered per Year

Deliver more value to customers
Faster responses to customers and market changes
Improved engineering satisfaction 229

2x productivity increase

58

=
22

=

Eaal

2012 2013 2014

i

(O =

N
=1
&

2016

N
=1
N

I §naked agil-ity W @MrHinsh https://www.visualstudio.com/en-us/articles/news/features-timelin
484" Martin Hin-shelwood

Maintaining enterprise rigor

Everyone is on
ONE main master
branch

Git helps with
lightweight topic
branching

Tiny, continuous 0 0 . ‘

merging

Code is fresh in
your mind

28
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Release Flow

Using Trunk Based Development to avoid Merge Hell

hotfix =— g

L e R

master

releases/M']ZQ S Al T ot l i

re|ease5/|\/|‘] 30 e

29

Feature Flags

- All code is deployed, but feature flags control exposure
- Reduces integration debt
- Flags provide runtime control down to individual user

- Users can be added or removed with no redeployment

- Mechanism for progressive experimentation & refinement

- Enables dark launch

30

15
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Awesome! What could go wrong?

- Features to be revealed at big event
- We turned features on globally just before the keynote...

- It didn't go well.

i - S

98.44%
50004

0

Avallability %

Wino BuewmION

BEE!

40.00-
2000 h
| JAMIaDmN 1] R | !
ey

- Saoo e

L
N
e e oo Trursday 11/14 Monday 1118 Tuesday 11/19
626 AM - 1325 PMPST 6:45 AM - 7:15 AM PST 609 AM ~ 8:30 AMPST 5:45 AM - 603 AW PST
i impact durafion: 30 mins . 2 mins 18 mins

Storoge Deployment issues:
Wednesday 11/20 8:59 PM PST - 12 AM PST
Trursdoy 11/21 3:00 AMPST = 10 AM PST

Thursday 11/21 2:22 PM ST o 11721 329 PMPST
impact duration: 11 s 7 mins

31

Habits we've learned so far at Microsoft

@ Be Customer Obsessed

f’ @ [terate over Pain
@ Production First Mindset

@ Team Autonomy + Enterprise Alignment

@ Shift Left Quality

@ Infrastructure as Flexible Resource

@ Don't over-think, learn how to fail fast

32

16


http://blogs.msdn.com/cfs-file.ashx/__key/communityserver-blogs-components-weblogfiles/00-00-00-36-52-metablogapi/8765.image_5F00_41AFD667.png

%)

na-ked agil-i-ty

Mar-tin Hin-shel-wood

Live Site Incidents

« LSl conference bridge created

« DRI's brought in to call

« Communication externally and

internally

Severity 2
Primary icidont

41287906

Communications Manager (20 Stewart 13051)

TFS-WEU-2: Perf issues due to high CPU utilization by SSH service

38m

‘Owning Service Visus! Studio Tesm Services  Owning Team ORI-TFS

40m 51m

Owner Ches Si (chvisid)

10/22/2019

arm oD GEED
. - [ - [ I - |

tmpact Duration

1h 38m 40 minutes

Incident Manager Ssinsth Yerragudi fv-saye)

Timeline BZ
[ w20 03 Josso s [oszo s [oso 1213 Jos0 1226 [ oes0 1200
Impact 2 Root Cause: &~ Detection and Mitigation 2
Customes mpact Root Cause Titke Detection Source
10 WEU-2 we had high CPU wizatice by S5 Service. e to THSAWE-2 Pertissues d to Wgh CPU ulizaticn by SSH Moritoting

that 45 users were impacted on frst instance and 184 users

et it oo second stance o Wit Curope regin and

trond of customr impact per ocr CEN definition

« Gather data for root cause &

mitigate for customers
« Every action recorded

« Plan to rotate people during long

running LSI's

« Create & track Repair Items to
prevent reoccurrence and improve

detection time

os/sLA impact
From Cupboard

| Mherescaleunit w scaletnit

Repair Items
sowce wgio oo
misng was
e wsssT Dgnone

A Rough Patch Explanation of July 18th outage

e S e i B T T

Bt o e 5SSk e ek and a0 et 10

for e e -

e tans
ot

e T

« [r—

eopie 0y taam Who havent GoTIen mUGh Sieep FeCenDy.

Share 10, maybe. s pecple can 3vid sl erors

The incident Vun

Irannicany workong art the taam 15 restore the senice

Astaunch, y 15330 over D free
Sevel To fosiom Dhat with 3 couple of rough weeks i g 593 thsze i my mouth (and yours 199, [ sure). AShough the
o berar. 5o,

| achuaty don't ko why.

tor ey purpores it the S %S
Cortainty G 1oop them i on the ncident. Oatabates wil,from B 2 v, get How 3 SOL Amure hat been precty 9200
25008 hat ver e st yea o 30

e 310 G 10 axthn the “aarly 3P GrOSIM 10 | Montih Ging MY @STAG ealy BSEHT N WETA RONN X h
charge. We wil

- greing them 3.
Hopety that. ot ieast . ™
" 19 y0u how

much of i you want 10 know

Herws 2 picture of our avakabilty 9raph to save 1,000 words

1 Vit S (e 0] s caing cur “Share Paetorm Sarvices” (3 comeman saice nstance mansging
e proties icersing

s consumed. ¢ which point. 38 o 5

Thar. regaess
s G itererEeg rigraanns e

34

Starting wih M113. following a deployment
Teamfoundstionsshservice's CPU would dimb to consume.
350% o (3.5 cores of 318 core AT In comtumation with

a0 couse slow commands,

The problem i MethcdCPUCycleTracker in
VisRiquestContert consumes 100 much CPU 6us 1o
ConcumentDictooary. Thi fix had srsady been merged to
eleases branch, but wakr part of the atest depicy to thi:
s uni,

Mitps//mseng vsusstudia com/VS Online/_warksses et/ 102

1 chose "Caused by Change: Yes” balow given tha this was 3
<0G change introduoed with M1 15, This waswt caused by 3
conbguranon change.

Detection Detais

TES Customes Impact Moritce (C4)

Mitigation teps

mitigated snd i wos Permttent 33 SO crested » bidge
P

+ 50 DRI it ivestigaton sy st depiyment
happened st following timings and they were matching
tos

Changenecord

Mhere PreciseTiaeStonp > datetine(’2017-06-30
13:00°

Mhere PrectseTieestons ¢ dotetine(*2017-86-38
18:48%)

here composenthome == “Tesm Foundstion Servi
Mhere locationnase containg “weu2”

Category
Human Errce - Code Defoct
Causad by Chunge

No

Tite Owner

MUOACPUCydTracker s usg 100 Much C5U 6us o ts
ConcumentDictorary

Ak SSH process CAU vews i TFS Dexps reports

peagoct + Tashotune, status,
['title’] | description, lecationteme . bullin

er
| ceder by PreciseTinvstem desc

+ After invesigating we got to know that SSH service is
comsuemieg more CU and it was stared happene s
W19 deploymert

+ Soms ik th roct causs has bosn icantifed a0d 3 By

has been raized foe the zame

i

8ug has been deployed

+
st

Ccsed ? ®
e 2 B

+ Everything is look

Visual Studio Team Services is up and running

A bit more on the Feb 3 and 4 incidents
OU/D/2016 o B Hary MS 7 15 Comment

Driing furthr by laoking s whatsprocs ae waitng on RESOURCE SEMAPHORE, we see tha pr. Updateldentiie dorrinstes. Guess what.
Thats the sproc that caused this ncident

‘CREATE PROCEDURE pre SetHonResahsionkti
@ontries  typ HostResotionttryloble READ

SETNOCOUNT ON

Az 08, Actuahy st e ok SETXACUABORT ON
e sppropritey

e ‘oot s’ s Andnow,
[Epe— 5QL compatevel. This's
Tyt sy » -
gun s here
e 55ing 10 8010 harce such seatons beter in the Rture
Don'tlet a “mice to have” feature take down your mission critical ones
1852y the S 30 foremast esion £ "D et ice 1 have’featr tke o your ision S ores ” Theew' 3
cancacing thure.
o urecer
g doe
on 000000 6.01-25 000000 2016-02-01 000000
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No such thing as ‘partial automation’

“One time" deployment commands in OneNote, email
Set-Options “-p ©”

Imagine a dozen more steps like that...

And then...someone misses a step half way through

We once broke pre-production for a day

35

mseng AzureDevOps Overview Dashboards

E8 AzureDevOps Team Overview &/ Edit U Refresh

Automate completely

Release Branch Runs - Default

J
o
W+
| a Stages\Builds 11214
- No more “one time” commands run B e
manually
- Every command goes in PowerShell L S
scripts that are checked in A e
) ! Tfs.Selftest
° Deployment to pre—productlon & TfsOnPrem.SelfHost
canary is the same as deployment to R | oSl
production every time Q
: L !
- All orchestrated with Azure Pipelines B Branch: refyyheadis/eleases/M143 ‘
Vso.Cl VSO.Release.Cl
] @ 21/11/2018 @ 21/11/2018

36
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Your aim won't
be perfect.

Control the
blast radius.

Tracking Deployments to Production (5 Rings)

eeeeeeeeee

————— —— —— —
Ring 1 Ring 2 Ring 3 @ Ring 4 @ Ring 5

@ Succeeded @ Succeeded @ Succeeded (]

n 3 ) or 18 1 1 ac on 1 4

Canary (internal users)
Smallest external data center
Largest external data center
International data centers
All the rest

s W

38
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40

Live Site Culture

- Live site status is always the top priority
« Weekly live site review

+ Root cause everything

« LSl fixes go into backlog (2 sprint rule)
« Actionable alerts

« Monthly service review

+ On-call Designated Responsible

Individual (DRI)

« Customer Focused Availability model

(SLA)

« Per team / service health reports

Habits we've learned so far at Microsoft

10/22/2019

20
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Software delivery paradox

Speed vs. control

Innovation Reliability

CONTROL

41

Agile at Scale with Aligned Autonomy

“Let’s try to give our teams three things....
Autonomy, Mastery, Purpose” Plan
Autonomy
Practices
Daniel H. Pink
Organization

’ v E Roles
R | Teams Alignment

Cadence

Taxonomy

42
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Team Structure

£,

!
- ' |

43

T’?ﬁﬂ -*':‘i"‘,
-|| |
YT E
PROGRAM DEVELOPMENT TESTING
MANAGEMENT

44
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PROGRAM ENGINEERING OPs
MANAGEMENT

45

- Physical-team rooms
- Cross discipline

- 10-12 people

+ Self mapaging

» Clear charter and goals

- Intact for 12-18 months

-+ Own features in production
- Own deployment of features

23
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Opportunity to
change team
without formal
interviews or top
down re-org

Employee choice, not
manager driven

10/22/2019

Unique approach Create
within Microsoft & opportunities for
- everyone to learn
new things

Typically <20%
change, but 100% get
to make a choice

Cross-pollinate talent
and micro-culture

éﬂ} Sticky Note Exercise - Self Forming Teams

Leadership is responsible
for the big picture

Quarter Semester
4 sprints 6 months

Teams are responsible for the detail

47
Planning
Sprint
3 weeks
48

24
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Measure Outcomes not Outputs

~~~~~~~~~~~~~~~~~~~~~~~~~ OKR: Objective—Key Results
‘Measurel 1. Objective: Grow a strong and happy customer base
What 1.1 Increase external NPS from 21 to 35
1.2 Increase docs SAT from 55 to 65
| Matters | 1.3 New pipeline flow has an Apdex score of 0.9

1.4 Queue time for jobs is 5 seconds or less
OKRs: The Simple Idea
that Drives 10x Growth

KRs are measures for the guarter

John Doerr

Encourage ambitious KRs:
70% of the improvement target scores green

49
Product OKRs
Service OKRs Service OKRs Service OKRs Service OKRs Service OKRs
Team Team Team Team Team Team Team Team Team Team Team Team
OKRs OKRs OKRs OKRs OKRs OKRs OKRs OKRs OKRs OKRs OKRs OKRs
50
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How do you stay in sync?

Sprint mail As needed: Experience Reviews
¥ ¥ ¥ ¥

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

|

OKR check OKR reset
2 sprints 4 sprints

51

Transformation Benefits

- Teams feel that they own the customer
experience & are responsible for improving it

- Teams are continually planning

- Planning is driven by continual learning
- Telemetry on usage
- Customer feedback

- “Failing fast” through in incremental execution and delivery

- Opportunities to continually evaluate progress

- We can react... if & when we need to change
course

52

26
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Habits we've learned so far at Microsoft

@ Be Customer Obsessed

@ Iterate over Pain

@ Production First Mindset

@ Team Autonomy + Enterprise Alignment

@ Shift Left Quality

@ Infrastructure as Flexible Resource

@ Don't over-think, learn how to fail fast

53

Testing: Shift Left from Integration to Unit

LO — Requires only built binaries, no dependencies

L1— Adds ability to use SQL and file system
Run LO & L1 in the pull request builds

L2 — Test a service via REST APIs
L3 — Full environment to test end to end

VSTS Test Portfolio Balance
60000

50000

40000

Count of Tests

20000
M78  M79 80 M81 MB2 MB3 MB4 M85 ME6 MS7 MBS MB9 MS0 M1 MS2 M3 M35 M8 MI101 M102 M103 MI104 M105 M106 M107 M108 M109 M110 MI1l M112 M113 M114 M115 M116 M117 MI118 M119 M120

mil0Texs 2723 3744 4582 5297 5381 5831 6613 6684 7232 7668 7983 8486 8908 9385 9385 10286 15968 18598 23272 24945 26594 27109 27807 28709 29787 34020 34983 35405 37404 38467 39412 40000 41452 44430 47909 49007 51113 51775

30000
!ﬂl.l.l'-

mllTess 888 958 2130 2241 2525 3095 3753 4046 4215 3723 3786 3786 4166 479 1153 1465 1774 2177 2289 2438 2597 2735 2813 2935 2966 3127 3528 3592 3750 3849 3928 4023 4187 4310 4353
w2 Tess 430 590 652 | 980 /1102 1200 1410 1693 1858 1918 2068 2190 2585 2883 3021 3228 3469 3719 3917 3969
WTRA Tests 27054 24941 24135 24097 24381 25212 22198 21981 21908 19577 19529 19124 19098 19041 19041 18937 18749 18252 14983 12449 11959 10554 10070 9686 7500 4155 2199 3886 2254 1593 1519 1386 1386 755 181 136 6 0

27
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B <8 | ) Pull Request 260803: Ac XX | 4 v = o x
-« - 0O & B hitps://dev.arurecom/mseng/_git/AzursDe lrequ s = £ o8
P U | | Req U e StS J  mseng AzureDevOps Pull re 4 AzureDevOps ¥ Search o = B 9

- |

19 260803 Added keyboard shortcuts to Queries pivot page #1081972

@ canthik Balasubramanian ¢ §7 users/kabalas/addshortcuts into $#master

t

PR’'s are point of code review

Overview Files Updates Commits Additional Validations  Conflicts

Policies
Karthik Balasubramanian ¢ completed the pull request Cherry-pick Revert

with a squash merge on 23/09/2017 18:45. Required

1 reviewer appraved

LO+L1 Tests performed before

me rg S 600e7b9b ¢ @ Merged PR 260803: Added keyboard shortcuts to Queries pivot page #108197, ~ Build succeeded
+  CredScan Validation succeeded
Additional automated validation Descro opan
) h ption o~ " All comments resolved
(CO m p| lance Scannin g etc) Added keyboard shortcuts to Queries pivot page & Bug 1081972 Add shorteuts to query Packaging & Signing build nct run
directory page Ths Selfost Set 1 not run

Specific AD groups configured et o et
to require approval before

merge

Show everything

Status
=] @ Add a comment.

Tis SelfTest - ¥SO.PR not queed

. TisOnPrem.SelfTest - VSO.PR not queued

& arthik Balasubramanian ¢b completed the pull request 23/08/2017 Tis Deplay - VSOPR not queued
TisOnPrem.SelfHost - VSO.PR not quewed

d Q& BPb4eDAD

R e S u |t' &P Karthik Balasubramanian ¢ set the pull request to automatically complete 23/092017

when all policies succeed Wark Items X +

& © 1081972 Add shortcuts to query direct...

- Shift-left testing to pre-merge D g Martew Marela 3001 Reed

@Karthik Balasubramanian ¢ | approved but make sure it works after XHR navigate
since we hit issues with that before

o o Reviewers =
- Makes Cl build failures rare I I
- Karthik Balasubramanian (& 23/09/2017 wITIQ
& @Matthew Manela current implementation works always because it does full page via Matthew Manela
. H navigation. But we want to make use of XHR navigate. | have a question to Nick, how to p
Accelerates the inner loop e b 1) e e
» 1 Matthew Manela 23/09/2017
e' | think we can just use hub navioation service and do it lust look how the menu cade TC wire
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Tests Against the Pull Request

VSO.PR / Build VSO.PR_20180516.119

£ ¥t build definiion 9 Quewo nowbuid.. * L Downkoad alllogs s zip @ Retain indofinitely " Reloase.

 lob Build succeeded

7 Intalize ok “III II“ Build VSO.PR_20180516.119 14,

+ Pre-job: Kill orphan processes Ran for 25 minutes (VSTSPOPool), completed 72 seconds ago
¥ Get sources Summary  Timeline s Codecoverage® Tests  WhiteSource Bolt Build Report
+ ChangelmpactAnalysis Build details Test Results
Definition VSOPR
o Init . " (@ Reduce duration by running only impacted tests: Enable Test Impact Analysis b4
 Pre-Scorch So1 Commit 72b476¢5
Microsoft VisualStudio Services.TFS on behalf of Deborshi Saha Completed Runs
« Verify Docker Image Exists VSTSPOPool Total tests Failed tests Pass percentage  Run duration
© Docker Pull Imags Wednesday, May 16,2018 133 PM 78104 ' Fassed 700 0 W hewn 100% 20m7s
Wednesday, May 16,2018 1:33 PM (781 W failed (o T ESENGEon (+20m 75)
« Buildwith L0 L1 Finished Wednesday. May 16, 2018 158 PM ' Qthers o) ' g !
Retainad state  Retained by release
Issues Mot Reported
Phase 1 295
X EXEC (0. 0)
EXEC(D.0): Error Message:
X EXEC (0,0}
veck for Test Wamings EXEC(D.0): Error message: Excaption of type ‘System DutCfMemonyExcaption’ was thrown, Datailed raport >
« Publish L0 Test Results Associated changes Code Coverage
& Delete Container If Exist B30b104 Authored by debsaha No build code coverage data available.
Adding Public acess moniker to get sps location url for

Tame

Feedback in minutes, before acceptance of PR
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Green Means Green, Red Means Red

Master Branch Runs

Environments\Builds .51612  .51613  .516.14  .51615 .51616 ..51617 .516.18 .51619 .51620 .51621 .51622 .51623 .51624 .51625 .516.26
Sps.SelfHost.CodeDev
100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100 100% 100%

Sps.SelfHost.VSTS

Sps.Selftest.CodeDev
100%

Sps.Selftest.VSTS

100%

Tfs.Deploy
100% 100% % 100%

Tfs.SelfHost.CodeDev
100% 100% 100% 100% 100% 100%
Tfs.SelfHost VSTS 4
% % % % % %
9

Tfs.Selftest. CodeDev
10 101

Tfs.Selftest.VSTS

TfsOnPrem.SelfHost

TfsOnPrem.SelfTest

Only all-green builds get to release
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Habits we've learned so far at Microsoft
@ Be Customer Obsessed
I N
5 <)
@ Production First Mindset
&.
¥ P&y Team Autonomy + Enterprise Alignment
@ Shift Left Quality
@ Infrastructure as Flexible Resource
@ Don't over-think, learn how to fail fast
58
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Code: Cloud first, then move on-premises

One code base with multiple delivery streams

Shared abstraction layer
Single master branch, multiple release branches

—umm Update? |pmmpr
Team Foundation Server
Update1 [HEE. <@ Update N

. < b . g

Azure DevOps Services
r— r— r— r—
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Multiple Data Centers with incremental roll out

TFS. . Shared Platform Services (SPS) Containerized Services
* Git/Version Control

» Work Item Tracking
* Build & Release
* Test

Service DR Calypso docker

SPS: common services
e Account

* |dentity North Central
* Profile

* Licensing

TFS SU1 TFS SU7 TFS SUO

Australia

North Central West Central

b8
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Habits we've learned so far at Microsoft

@ Be Customer Obsessed

10/22/2019

)

@ Production First Mindset

;@R Team Autonomy + Enterprise Alignment

@ Shift Left Quality

@ Infrastructure as Flexible Resource

@ Don't over-think, learn how to fail fast
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A journey of a thousand miles

begins with a single sprint
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1| debt and increased

Progress follows a J-curve Technica

complexity cause additional manual ¢

controls and layers of process around
change ng work

Automation helps

nerformers
simprovement

Pr e55 1C
medium performers ds to excellence
1ce!
performers
he
environments to see
jumps in productivity
-
i Tear egin Automation increases test
o transformation . o uirement ich are dealt

h manually. A mountain
of technical debt blocks progress.

W

and identify
quick wins

DORA  cceterate: stateot DevOps 2018: Strategies for a New Economy
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Training  Speaking  Consulting
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